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I ABSTRACT

This report documents the development and evalua-

tion of a new long-range propagation-loss model - ASTRAL

(ASEPS Transmission-Loss). ASTRAL has been developed to

meet the need for an accurate, high-speed fully automated

model capable of predicting range-smoothed (over 30-40 nm)

propagation loss in a range-dependent environment. It is

being incorporated in the ASEPS Fleet Support model at FNWC

Monterey, however it may also be used independent of ASEPS

in a stand-alone mode.

ASTRAL assumes adiabatic invariance in propagating

mode-like envelopes through a fully range-dependent environ-

ment. Initial excitation of these quasi-modes (by the

receiver, invoking acoustic reciprocity) can include ray-

angle conversion effects on a slope immediately in front of

the receiver. The mode envelope functions are computed for

several source depths and frequencies simultaneously and in-

3 clude surface-image interference as well as diffraction
41

3 To evaluate the model's accuracy, exhaustive

comparisons between ASTRAL and parabolic-equation (PE) results

3 have been made for water-borne paths in identical, highly

range-dependent environments. Virtually all of the signifi-

cant discrepancies have been !-htified with design limita-

tions of the model. Few, if any, discrepancies result from

the adiabatic-invariance assumption. From the comparisons

with PE the error in an ASTRAL prediction given the correct

environmental inputs appears to be approximately normally

m distributed with a mean of 0 to -1 dB (slightly overestimating

the loss) and a standaro deviation of 1.5 to 2.0 dB.
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Across the set of 180 cases considered in the com-

parisons ASTRAL is five orders of magnitude faster than PE

on comparable computers and three orders of magnitude faster3 (and cheaper) than PE when run on the Texas Instruments

Advanced Scientific Computer at NRL. A companion report

(Volume II) documents the ASTRAL computer code.
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Section 1
Introduction

I This report is the first of two volumes documenting

a new long-range low-frequency propagation-loss model devel-

oped by Science Applications, Inc. for the Long-Range Acoustic

Propagation Project (LRAPP - NORDA Code 600) under Contract

N00014-77-C-0502. This volume contains a detailed descrip-

tion of the physics and mathematics represented by the model

and the results of the basic evaluation effort. Volume II*

describes the computer code including detailed flow charts,
running instructions, and sample output.

1.1 BACKGROUND

For a number of applications, LRAPP has long recog-

rnized the need for a fast, accurate long-range propagation-

loss model for range-dependent environments. The FACT Model

(Spofford, 1974 and Baker and Spofford, 1974) met this ob-

jective for range-independent environments quite adequately.

A numoer of attempts to extend FACT's results to range-

dependent environments have met with limited success. The

fastest of these (using Ad-hoc corrections of the form

A+BLogR) was incorporated in the ASEPS and TASSRAP Fleet

Support models at FNWC Monterey. A slower but more detailed

3 extension was developed by AESD for the SASS Phase B Scenario.

A series of evaluations of these models against measured

data revealed a number of critical limitations.

With the advent of the Parabolic Equation (PE)

Model a highly accurate control solution was available for

fully range-dependent environments. PE could not meet the

fBlumen and Spofford (1978).I
1-1I
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running-time and automation requirements; however, it did
provide "correct" answers for a much wider range of environ-

ments than available measurement sets and without their

environmental input uncertainties.

Confronted with the need for a more accurate high-

speed model and no available model to meet this need, LRAPP

considered several development alternatives and selected

that proposed by SAI. The thrust of the SAI approach was

to exploit the unique opportunities offered by the require-

ments which would permit both accuracy and speed. These

were: the adequacy of a range-smoothed transmission loss

(intensity averaged over convergence-zone spacings), and

the typical operating mode of estimating loss along several

bearings from a specified point. The first requirement

permitted consideration of some approximate techniques for

obtaining range-averaged intensities, and the second offered

the opportunity for substantial savings in running time by

saving certain results from one bearing for subsequent bearings.

The resulting SAI model as described in this report repre-

sents the first attempt to design from the ground up a model

which might take full advantage of these opportunities.

1.2 STRUCTURE OF REPORT

The following section contains a qualitative de-

scription of the model physics and approach for the reader

who has no need for a detailed description, and an introduction

to the complete description contained in Section 3 (including

all pertinent equations). Section 3 also describes the de-

tailed implementation as each of the technical questions is

1-2
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resolved. The program structure and flow of Volume II

refer directly to these equations. Section 4 contains a

first evaluation of the model physics in terms of direct

comparisons with PE results (appropriately smoothed) for

identical environments. Sources for the observed differences

are identified in terms of recognized model limitations.

Model accuracy is quantitatively assessed as a function
of figure-of-merit, source depth, and frequency. Running

times and costs for PE and ASTRAL are compared for

appropriate computers.I
1.3 ACKNOWLEDGMENTS

I This model was developed as part of LRAPP's Model-

ing Program under the cognizance of CDR J. E. Paquin. The

encouragement of CDR Paquin and LRAPPts Director, Dr. R. D.

Gaul are gratefully acknowledged. Much of the success of

this technique relies on the ability to store and re-use

key features of the acoustic field. This idea was originally

suggested by fIr. K. 0. Osborne, II of Ocean Data Systems,

Inc. The able assistance of Mr. Osborne and his staff have

made the transition of this model to FNWC a smooth and effi-

cient process.

I The technical approach represented in the model

was derived largely from the highly successful adiabatic

normal-mode work of Mr. D. F. Gordon at NOSC. Comparisons
with high-frequency PE results were only possible as a result

of the pioneering work of Mr. I. X. Brock of NRL in imple-

menting PE on the Texas Instruments Advanced Scientilic

Computer.
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Finally, it is a pleasure to acknowledge the sup-

port from within SAI in program development, lead by Dr.

R. G. Stieglitz as assisted by Messrs. P. C. Broe and W. E.

Renner. Ms. L. S. Blumen of SAI co-authored Volume II and

is wholly responsible for its clarity and utility.
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Section 2

Basic Model Description

This section describes the model in terms of its

overall structure and the basic approach being employed.

Section 3 translates this approach into the detailed implh

mentation description including all pertinent equations

and approximations. Section 2.1 describes the envir--'mental

"model"--that is the input required and the implicit treat-

ment of that input. Section 2.2 summarizes the approach

to solving for the acoustic field in that environment.

m 2.1 SPECIFICATION OF THE ENVIRONMENT

The model is capable of treating an environment
where the following properties are a function of range:

water depth, bottom reflectivity, sound-speed profile, and

surface wave height. The specific treatment of each of
these parameters is described in the following subsections.

A typical scenario which the model can treat might be as

follows:

"* A receiver mounted on a bottom which locally

has a gradual slope (say 20 ) for 2 unm

followed by a steep slope (say 100) to the

basin floor

""m Depth and reflectivity changes occuring

irregularly every 20 to 60 nm

I * Significant changes in sound-speed profile

and sea state every 100 to 300 nm

I
m 2-1
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0 Propagation loss required from this receiver

to 3 source depths for 4 different frequencies

to a range of 1500 nm along several bearings

where the environments may gradually change

from bearing to bearing

2.1.1 Bathymetry

From the receiver, at range zero the bathymetry is

described in terms of the immediate slope, the "near-field"

bathymetry, and the distant or far-field bathymetry. For

a bottom-mounted receiver, the immediate slope (-first mile

or less) along tle bearing of interest is specified to

eliminate paths arriving at the receiver at angles coming

up through the bottom. Possible "bottom-baffle" or

enhancement effects at the receiver are not currently

included although they could be, if warranted. If the receiver

Sis suspended above the bottom this slope is not relevant.

The mean bottom characteristics from a range of

a few miles to tens of miles can be prescribed in terms of

- the "near-field" bathymetry. Specifically a slope and its

U extent are defined to allow for the conversion of rays

leaving the receiver to other angles upon one or more re-

I flections from the slope. The immediate and near-field

bathymetry data are usually taken from detailed bottom

* charts.

Beyond the end of the near-field bathymetry, the

water depth is described as a step function in range as

I often as specified by the user. These values are presently

I
I 2-2
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generated by a retrieval package from a digitized and

gridded bathymetric data bank. Present banks typically

have 1-degree square resolution so steps might be anticipated

every 30 to 60 nm. Higher resolution banks are currently

in development and should not reduce model efficiency.

2.1.2 Bottom Reflectivity

I The bottom reflectivity both on the near-field

slope and the far-field steps can be specified for each

interval in terms of the FNWC 5-class reflection-loss curves

(Bassett and Wolff, 1970). For purposes of computational

speed, these curves have been approximated by three-segment

func÷tons in angle for each class and frequency. Transi-

3 tio;. bi.:ween curves across frequency domains have been

smoothed to yield a continuous function of both frequency

and grazing angle for each bottom class. These curves are

described in detail in Section 3.1.2. An option for

perfect reflectivity at all angles and frequencies has

been permitted for possible use on steep near-field slopes

where near-perfect reflectivity has occasionally been

*I observed.

2.1.3 Sound-Speed Structure

Sound-speed profiles are specified over discrete

range intervals (similar to, though on a different mesh from,

the water depth). These are usually generated by extract-

ing profiles along the bearing from a sound-speed data bank

(currently with 5-degree square resolution). These profile3

m may have arbitrary complexity within limits on the number

of points (see Volume I1), however their complexity may not

be fully treated by the model (see discussions in Sections

2-3
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3.2.2 and 4.6.7). The transition from profile to profile

is smoothed in the output as described in Sections 2.3.4

and 3.2.4.

2.1.4 Surface Wave Height

I IThe surface wave height (rms) may be specified

as often as the sound-speed profile (consistent with current

data banks). This is used only for the computation of

rough-surfa-ce losses. Presently a "dummy" routine is used

which assumes zero loss under all conditions. Rough-surface

loss expressions currently under development for inclusion

in the FACT Model will be incorporated when approved. This

will require minor program modifications.

I 2.1.5 Volume Attenuation

.3 This model uses the same volume-attenuation func-

tion as FACT

Sv(f) = 0.125(f/1000)2 dB per nm

for frequencies, f, less than 1000 Hz. (It is not envi-

sioned that this model will be used above 1000 1Hz.) These

values are currently being scrutinized since they are

approximately half those of Thorp (1967). If revised values

are approved by LRAPP they can be incorporated with little
difficulty.

2.2 THE PROPAGATION-LOSS MODEL

This section outlines the requirements for the

model and the rationale for the particular approach selected.

3 2-4
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The approach is then described in terms of the treatments

of the receiver, the source, range-dependent sound-speed

profiles and water depths, non-spreading losses (surface,

volume and bottom attenuations), and smoothing algorithms

to reduce transition. artifacts. A final subsection describes

the efficiencies attained by saving certain computed quan-

tities from one run for subsequent runs.

2.2.1 Model Requirements

* The highest priority for the new model was accuracy.

Given an ancurate description of the environment, the model

s! 'ulu be capable of predicting transmission loss with a

mean error of less than 3 dB and a comparable rms error.

Inaccuracies attributable to uncertainties or errors in

describing the environment contribute to an additional error

bud[et. The objective in these phases of model development

and evaluation was to shift the overall accuracy burden from

the acoustic model to the environmental inputs.I
The neAt priority was model running time. A

goal was set that the mo.el should be able to predict propa-

gation loss for three source depths and three frequencies

cn a track 1000 nm long in one CPU se-cond of a CDOC 6000

Series Computer.

The final maj'r requirement was more of a; oppor-

tunity than a constraint. The propagation loss should be

described ir terms of its mean intensity, averaged over

distances comparable to con-ergence zones. This descrip-

3 tion is adequate for *wo reasons. First, tne model is used

as a component in an ambient-noise itiodel where surface ships

I
2-5I
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are treated as a continuous distribution of sources. The

3I mean noise from a given direction may be computed by using

this range-averaged intensity. Second, for propagation of

3 signals, variations about this mean are traditionally treated

statistically in the passive sonar equation. Clearly, such

a range average can be computed from detailed estimates;

however, as described subsequently, the lack of a requirement

for the detailed loss characteristic permits the formulation

U of more efficient and less complicated models.

Additional requirements in terms of core size,

disc usage and other computer-related items were imposed

by the FNWC operating environment. These have had a mini-

mal impact on the model development. Residual problems in

this area have been ably dispatched by the ODSI staff under

Mr. Osborne's direction.

2.2.2 Model Rationale

Because only range-averaged transmission loss was

required, it appeared that some form of ray or wave formula-

tion was possible following either Smith (1974) or Gordon

(1972), respectively. In the ray formulation the average

of intensity over range is computed for separate ray bundles

and s ummed. In the wave formulation the normal modes are

summed on an rms or incoherent basis. For range-independent

* environments when appropriate surface-image and diffraction

effects are added to the ray treatment, the results are

essentially equivalent.

Smith and Gordon extended their techniques to
"I- range-dependent environments by identifying new rays and

Weinberg and Burridge (1974) extended the modal approach
to a coherent sum and allowed for horizontal refraction

*as well.

2-6
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modes, respectively, via the adiabatic mapping (Milder,

1969). For rays this rtuires conservation of the phase

integral from one domain to another, and for modes the cor-

respondence of mode number (which in the WKB approximation

equates to the phase integral). The most attractive fea-

ture of this approach is that it requires no information

on how the environment changed, only its specification at

ranges of interest. Milder has shown that this approxima-

tion is valid if the environment changes slowly enough--

specifically over several cycle distances for rays and

somewhat less abruptly for individual modes. This apparent

contradiction merely reflects the correspondence between

rays and groups of modes so that mode number variations

must be comparable to group dimensions in order to affect

rays significantly.

The validity of the adiabatic approximation has

been extensively examined both theoretically (Uberall,

et al., 1975) and experimentally (Gordon, 1972). In

situations involving steep slopes or strong oceanographic

fronts, it can be expected to break down. It is for this

reason that the reflection from the slope directly in front

of the receiver is not treated adiabatically. In the case

of strong fronts, the breakdown of adiabatic invariance

implies that the result will be sensitive to the precise
positioning of the front with respect to the various rays

of interest. Present oceanographic data banks do not have
sufficient resolution to warrant such a detailed treatment.

Hence to the extent that the adiabatic result resembles
the average over possible front locations the approximation

may be considered the best guess given the environmental

uncertainties. Nevertheless, the inherent limitations of
the adiabatic approximation must not be overlooked.

2-7
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The ASTRAL model assumes adiabatic invariance in the

ray (strong) sense once the slope in front of the receiver

has been treated. A fan of rays is traced, approximately,

from the receiver to the end of the near field bathymetry,

converting in angle upon reflection as appropriate. At

this range they are identified (by turning-point sound speed

or "phase velocity") with a set of modes (or a ray-equivalent)

contributing the energy in the original bundle (less attenua-

tion losses) to the mode's excitation. The mode then propa-

gates adiabatically in range, changing phase velocity to

conserve the phase integral as the sound-speed profile and/

or water depth changes.

Modes are assigned depth functions which approx-

imate the envelope of the oscillatory depth functions of

true normal modes. The envelope corresponds to the WKB

envelope, extended via Airy functions at turning points and

including surface-image interference very near the surface.

At each range of interest the mode's contributions for

various depths and frequencies are computed and summed

over all remaining modes.

In this way the range-averaged propagation loss

is obtained. If detailed true normal modes had been used,

this would equate to their rms sum--thus removing all con-

vergence zones. If rays had been used, each mode corresponds

to the range averaged contributions of the aperture of rays

about the particular ray equivalent.

An alternative way of viewing this model is as

a logical extension of the simple conservation of energy

model. In a homogeneous medium of depth, D, with boundaries

which are perfectly reflecting for grazing angles less than

2-8
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max and perfectly absorbing for greater angles, the range-

(and depth-) averaged intensity, I, as a function of range,

r, is easily shown to be

I(r) -2 sine
rD max.

I

If the aperture from -e max to +0 max were partitioned into
subapertures of width (AsinO)m then

I (Asine)mI (r) E 245DI rD

(0)(Asin) (0)(W

I where 0(m)(z) is the contribution from aperture or "mode"

m to the depth z. (AsinO)I represents the excitation of

I this mode at the origin of rays (source or receiver) and

corresponds to the solid angle (hence energy) propagating

with mode m. The 1/r term merely reflects the cylindrical

spreading for the mode.

I In this simple example 0(O)(z) is equal to l/D

for all m and z. If, however, refraction were introduced

and each mode had its own upper and lower turning points

(zp dn ), respectively, then a logical extension would

I be to set

2-9
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1)(z) 1zdn for ze [zup dn

m

U =0 forp z dn]mm

I Note that again m is normalized (i.e., integrates over z

to 1). This eigenfunction represents the contribution from

mode m averaged over all depths between the turning points.

The WKB improvement *(2)(z) takes the focusing effects of

refraction into account by weighting ml)(z) by l/tane(z,m)

where O(z,m) is the ray-equivalent angle at depth z via

Snell's Law and the phase velocity.

These eigenfunctions have no apparent frequency

dependence (being in fact the infinite-frequency limit);

hence they are further modified with diffraction corrections

to be finite at turning points and to extend into shadow

zones, and with surface-image interference. Finally, volume,

surface and bottom losses are accumulated continuously for

each mode per unit distance. The boundary losses are

accumulated at a rate appropriate to the "bounce" loss of

the ray equivalent. This formulation is described more

completely in the following subsection with mathematical

details reserved for Section 3.

2.3 IMPLEMENTATION OF THE MODEL

The range-smoothed intensity, 1, as a function

of range, r, frequency, f, and source depth z is given by

2-10
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I
I(r,f,z) (rM-mI~~ ~~~ m m' (r,m) (,z~. )1

A

The m are the excitation of eigenfunction m at the receiver

(including near-field slope coupling--hence the frequency

dependence). The evaluation of *m is described in Section

I 2.3.1. The source coupling is through *m (Section 2.3.2)

where mode m couples to m'(m,r) through adiabatic invari-

I ance. In a true adiabatic normal-mode formulation m'(mr)

= M. Because the "modes" here are actually sets of modes

or ray bundles, they are defined in terms of certain angles,

em, which may not correspond adiabatically. Hence m' may

differ from m. The r-dependence of both em and m is

meant to indicate the influence of the sound-speed profile

znd the water depth (see Section 2.3.3 for details). The

attenuation term, amp contains all volume and boundary
losses.

I The procedure may be summarized as follows:

1 (1) Trace rays, corresponding to mode bundles

from the receiver to the end of the near-

field bathymetry, slope-converting angles

if necessary and accumulating all losses

1 (2) At the end of the near-field bathymetry

identify these rays (through their phase

velocity) with specific modes, m, thus
obtaining Omf

I3 2-11
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(3) Propagate this set of modes computing their

I (3)contributions to each depth for each fre-

quency with appropriate attenuation

(4) When the water mass (sound-speed profile)

and/or the depth changes, re-normalize the

modes, compute new phase integrals, and new

coupling--mt (m)

(5) Continue this procedure computing I(r) as

often as required until a maximum specified
range is reached or all modes are effectively

extinguished by bottom losses

2.3.1 Treatment of the Receiver

The receiver, as mentioned previously, may be

either bottom-mounted or suspended over a locally flat or

sloping bottom. If bottom-mounted it may have an immediate

(interface) slope which obscures paths at shallower angles.

For the sound-speed profile applicable at the receiver, aIset of angles (8 ) has been defined at the sound-speed
minimum (axis) for purposes of mode definition (as described

in the next section). For those rays reaching the receiver

depth, the corresponding angles OR are identified via Snell'sn

Law. The solid-angle contribution to each mode at the

receiver is taken to be

I (Asin) = sine - sine R
sin sn O n-l

If the receiver ir suspended over a flat bottom these values

become the mode excitation.

2-12
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For a bottomed receiver the imnediate slope pre-

cludes angles shallower than it. For a receiver suspended

over a sloping bottom all rays at ±e R are considered. In
Rn

either event, each allowed ray, en is "traced" to the end
of the near-field slope. This trace is done approximately

to conserve running time. It is assumed that any ray which
reflects from the bottom will do so at sufficient depths

that the deep (pressure) gradient may be assumed with mini-

mal error. For each of the rays (R ) the cycle distance,

or period, has been computed assuming an infinitely deep

I ocean with a pressure gradient at great depths. An approx-
imate trajectory is used equivalent to a circular arc of the

proper period between the lower turning point and upper

turning point or the surface.

This assumption permits a rapid computation of

intersection points with the bottom. At ( Qch intersection

the grazing angle is computed, the appropriate reflection

loss noted, and the ray angle reduced (or augmented) by

twice the slope angle (corresponding to specular reflection).

This new ray is assigned a turning-point sound speed and

axis angle, via Snell's Law, and a corresponding period by

interpolation in the table of periods versus axis angle,

Oen* It propagates with additional reflection if appropriate

until the end of the near-field bathymetry is reached or

until the ray is either turned back or reduced by bottom

attenuation to an insignificant level.

If the ray reaches the end of the near-field

bathymetry, its phase velocity or turning-point sound speed,3 6, is used to assign it to a particular mode m. where

I m-I < C

2-13
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and

Cm = c(axis)/cosm•

Note that this m may not be the same as the ray's original
I mode equivalent, n. This ray will now contribute energy

to mode m of magnitude (AsinOR)n reduced by appropriate

U@• volume and boundary losses.

(This treatment is non-adiabatic in the sense

that the (approximate) points of intersection are computed

and the ray may or may not reflect from the bottom depending

on details of the specific case. The adiabatic treatment of

this problem would assume many bounces and a continuous
change in ray angle or turning-point sound speed such that

over a ray's period it would change angle on the bottom by

twice the slope angle. As the slope becomes more and more
gradual the detailed treatment should approach the adiabatic

m result.)

After all rays have been traced the excitation
of each mode at the end of the near-field bathymetry, *m(f),

has been accumulated as contributions from various rays.

Frequently one mode may be excited by several rays, and
some modes may have no excitation. At this point the sub-

set of modes with non-zero excitation is identified for

subsequent propagation. Note that modes are now identified
only in terms of their turniz$-point sound speeds, dm' so

any distinction between up- and down-going paths at the

receiver is lost (or more precisely, implicitly contained

in the

1 2-14
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2.3.2 Treatment of the Source

As is generally the case in treating range-dependent

environments, the receiver is considered to be fixed in that

environment and we are interested in the propagation loss

from sources at fixed depths and a number of ranges. Acoustic

reciprocity is invoked and the receiver is considered to be

the source of energy sampled at various ranges and depths

corresponding to source positions. In this document "source"

will always be used to refer to these positions. The coupling

of the source to the acoustic "field" of the receiver is then

expressed in terms of the intensity eigenfunctions •.

The amplitude of the intensity eigenfunction in

the infinite frequency limit at depth z is proportional to

1
tanO(z,Z M)

I where e(z,Bm ) is the ray-equivalent's angle via Snell's

Law:

coso(z.,) 4B
Sc (cm

c(z) is the sound speed versus depth. The constant of

proportionality must be chosen to normalize 0m in depth:

1 f- M m(z)dz
"|~zJ

3 . 2-15
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I
which leads to

p) 2
m = m tan( m

where Pm is the ray's cycle distance. Note that in a
homogeneous medium of depth D, O(z,6 ) = 6m, and Pm = 2D/tanem

hence ý m(z) -÷ l/D as expected. When new water depths occur

within the same water mass (i.e., sound-speed profile), the

normalization must be recomputed. To facilitate this the

ray cycle distances (Pm) for the infinitely deep ocean are

saved and modified assuming a pressure gradient from the

U bottom depth to the turning point.

At the ray-equivalent's turning point(s), 6 = 0
and the infiaite-frequency 4m become infinite. The eigen-

*I function is extended through the turning points using a

squared Airy function whose argument depends on the frequency

and the sound-speed gradient at the turning point. Specif-

I ically for a given frequency and turning point gradient, g,
A

there is an angle 8 below which the geometric result diverges

I from the pr'oper finite-frequency behavior:

3 8 (~~V1) 1/36 = (*•V4f)IY

corresponding to the last point of rms interference between

the up- and down-going rays defining the mode. If the
A

gradient is constant around the turning point the depth z

of this transition point is

2
2-16I
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! z = zT±•
T 2g

I with the sign depending on whether zT is an upper (-) or

lower (+) turning point.I
The eigenfunction is then extended as follows

1 A1 , e > e
tane(zCm)

2 m AIMa =m [Ai (x)12 e<e
SAi( or

shadow

I where Ai is the Airy function and its argument is proportional

to the distance from the turning point:I
I z - ZT

I x=1.77 T

Note that the transition point (8) is a function of both

the frequency and the turning-point gradient.

of Eigenfunctions are also modified to include effects

of surface-image interference. For surface-reflected modes

I Om m 2 sin 2 0  for 0 < U/4

U where

I 2-17
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ýo =f2frf z sine(0,•m)

This simulates the surface null and first constructive peak
in the image-interference pattern. For *0 > 3n/4 (i.e.,

beyond this point of rms summation) no correction is applied.

I For non-surface-reflected modes (that is, modes with upper

turning points

m() ('(z) -

This approximates the interference of a diffraction field

"from an out-of-phase .image source (or receiver) in a

reflected medium.

H For each mode the attenuation losses are accumulated

continuously. The losses per reflection from the surface and

bottom (as functions of grazing angle, frequency and sea-

state/bottom-class) are determined. From the ray-equivalent's

cycle distance a decay rate is computed such that the loss

per bounce is removed over one cycle distance. Volume losses

are added proportional to range (not path length, but some-

what consistent with the way they are measured).

This concludes the present treatment of eigenfunctions.

Two areas for possible improvement should be mentioned:

1. For very low frequencies and/or very shallow

angles, the phase term *0 can be more accurately

expressed as

2
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Io = 21rf ()sin(;,M

I 0c

There have been no cases examined to date
where this appears to be necessary.

(2) In sound-speed profiles with one or more

Interior relative maxima, it is possible for

low order modes to have several turning

points. The present treatment considers

only the upper and lower extreme turning

points and extends the field across internal

"t"shadow" regions without exponential decay.

This is a more serious limitation; however,

it is consistent with the limited overall

I treatment of multiple-channel profiles. In

one of the test cases (see Section 4) this

has led to a significant error. This subject

is discussed in more detail subsequently.

2.3.3 Treatment of Range-Dependence

I Given a set of propagating modes at various levels

of excitation (and decay) we wish to change the sound-speed

profile and/or the water depth. (If the bottom-reflectivity

is changed it is appropriately noted in changed decay rates

for the bottom-reflected modes.) The energy from one mode

m will then be treated as coupling to a new mode m'. The

coupling is assumed to be adiabatic--that is the phase

integral

I
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f (sinO (z, 6ML)d
m J c(z) dz

SI z

will be conserved:

0
m = Vm'

where the superscript zero denotes the value at the receiver.

In practice a fan of rays at the axis of each region has

already been considered and mt (m) will be such that

0ým'-I < ý m < * m'

Clearly if only the water depth changes then m

may change only for modes which interact with the bottom in

one or both regions. When the sound-speed profile changes

any of the modes may be affected.

I To facilitate these calculations the infinite-ocean

values of the phase-integral, *m, are computed, and for each

water depth encountered are modified assuming a pressure

gradient between their turning point and the bottom. Modi-

fications for new water depths are (as for the eigenfunctions)

rapid and straightforward.

I 2.3.4 Siocthing of Results

I As defined above, the transmission-loss model will
prov4de values at least as often as requested by the user

(typically 30 nm). Within each region of given environmental

*More precisely, ý m will be the phase at the end of the near-

field bathymetry.
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parameters (sound-speed, water-depth and reflectivity) values

will be computed on an equispaced range mesh approximating

a user specified sampling rate. While the variations from

region to region are treated adiabatically, the net effect

from the endpoint of one region to the first point in the

* next region can be unrealistically abrupt (when compared,

for example, with solutions generated by PE).

I A thorough solution to this problem, assuming the

validity of the adiabatic approximation would be to track

the depth-dependence of the individual mode-like eigenfunctions

through a transition region. This would require a detailed

description of the evolution of the environment and a cor-

responding series of mode calculations. Such environmental

data are not generally available, and the necessary mode cal-

culations would seriously degrade the model's efficiency.

I An approximate implementation of the above approach

would be to define a transition region within which the values

of each eigenfunction at the desired depths and frequencies

varied smoothly (e.g., linearly) between their values in the

two regions. This approach may be worth more investigation

since it would probably not require excessive running times.

* The key issue would be to determine appropriate transition

regions.

I For the present model a similar but much simpler

smoothing algorithm has been developed which works only on

the output transmission-loss curve. First, a discontinuity

is identified in terms of a specified change in level from

a value based on linear extrapolation of the two preceding

points on the transmission-loss curve. The change is then

identified (in the following order) with either:

2-21
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(1) A change in water mass

(2) A change in water depth

(3) Neither of the aboveI
In the event of a water mass change a transition region is

defined approximately midway into both water masses and the

transmission loss is linearly interpolated from one end to
the other. If only the water depth changed, the value at

the discontinuity is linearly interpolated between the

values at the adjacent points. (This is meant to simulate

a more continuous change in water depth.) If neither (1)

nor (2) has occurred no smoothing is applied. The dis-

continuity is then most likely due to a change in reflectivity
and may be a correct representation. The detailed implemen-

3 tation of this smoother is described in Section 3.2.2. It

may be easily circumvented on option, and if a satisfactory

substitute is found it can be easily removed.

2.4 CYCLING CAPABILITIES

In the operational environment it is anticipated

that the model will be required to predict propagation loss
for many radials (say 72 at a 5-degree spacing in azimuth)

from a particular receiver. Since the present water masses

are defined by 5-degree squares in latitude and longitude,

each one may be traversed several times by various radials.

Similarly each near-field bathymetry sector may apply to
several radials. Hence significant running time reductions

appeared to be achievable if certain computed information

from one radial were saved for subsequent radials rather

3 than recomputed. This information falls into two categories:
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receiver and water-mass related data.. In general, when

these data are required, a check is made to determine whether

they have been previously computed. If they have, they are

used directly, if not they are computed, stored, and flagged

as available.

2.4.1 Receiver Data

1 Since the receiver is always in the same water

mass, the modes that it excites, and the corresponding

solid angles in the absence of any bathymetry effects are

computed once and saved. For a given near-field bathymetry

I sector (point-slope and maximum range plus basin depth), the

approximate ray-trace information relating to slope conver-

sion and ultimate mode excitation can also be saved for each

of the ray apertures possible at the receiver. When the
immediate slope at the receiver is introduced, apertures

corresponding to rays going directly into the bottom are

eliminated before summing for the total excitation of each

mode.

1 2.4.2 Water-Mass Data

The first time a sound-speed profile is encountered

the following information is computed for each mode:

I (1) Phase velocities

U (2) Infinite-ocean phase integrals

1 (3) Infinite-ocean cycle distances (periods)

1 (4) Upper and lower (infinite ocean) turning

points

2-23
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(5) Depth-unnormalized eigenfunctions for each

source depth and frequency

(6) Surface-reflection losses for each frequency

Also the index of the first surface-reflected mode is computed

and stored.

* As already mentioned these data are used along a

single track as the water depth changes within a water mass

by modifying phase integrals, cycle distances, and eigen-

functions accordingly. They are also made available for use

on subsequent radials in the same way. The running time

savings that this approach offers vary substantially with

the complexity of the profiles and the density of radials.

Typical savings might be 10% to 20%, with 50% savings possible

in extreme cases.

2

A.
I
I
I
I
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m Section 3

Detailed Implementation

In the context of the approach described in Section

1 2, the equations, approximations, and treatments of special

cases are detailed here. The subsection numbers correspond

to those of Section 2. The computer code resulting from

these specifications is described in Volume II.

1 3.1 THE ENVIRONMENT

I Figure 3-1 illustrates a simplified environmental

section along a single radial.

3.1.1 Bathymetry

Ie If the receiver is bottom-mounted, the immediate

bathymetry is described in terms of the receiver depth, zR,
and slope, e bR (negative-down). For both bottom-mounted

and suspended receivers the near-field bathymetry is describedI
in terms of its intercept at range zero, Znf (may be positive,

negative, and greater or less than zR), its slope enf
3 (negative-down, greater or less than 8bRE it - 1.5 radians,

the receiver is suspended), and its extent, rnf. The rays

are traced to range rnf at which point the corresponding

water depth is assumed and the propagation loss is computed

3 with the eigenfunctions normalized to this depth.

For the next range point in the computation, the

water depth will be taken as the depth in the piecewise con-

stant (staircase) bathymetry region containing rnf. This

1 function is defined by its initial ranges at each step, re,
and depths ze. Up to 400 steps are allowed. As each new

1 3-1I
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step is encountered a check is made to see whether it will

substantially affect the eigenfunctions which are still

carrying significant energy by that range. If it will, the

eigenfunctions are appropriately modified and the mode-
mapping via the phase integral is performed.

3.1.2 Bottom Classes

The bottom class (currently FNWC 1 through 5)* on

the near-field slope, BCnf, is used to determine the reflec-

tion loss for each bounce of each ray traced. Similar

indices, BCe, may be specified for each step in the bathym-

etry. In fact the depth may be constant and the reflectivity

may change (introducing a new range re).

3.1.3 Sound-Speed StructureI
Water masses are identified by indices, i, referring

to sound speed profiles c(z) containing 25 or fewer pairs of

points. A limit of 20 water masses is currently imposed.

The first index (not necessarily i = 1) defines the water

mass applicable at the receiver and at least to the range

rnf, For each new range step (re) an index is specified

along with the water depth and bottom reflectivity. These

indices can occur in any order and be repeated as often as

desired. Below the last specified point on each profile,

a constant (pressure) gradient (gp = 0.018 sec- 1 ) is assumed.

If sound-speed values are required here they are implicitly

given (in feet per second) by c(z) - 4776 + gp * z (ft).

Presently constrained such that Class 2 maps to 1 and
5 to 4.

-I 3-3
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I 3.1.4 Surface Wave Height

I The wave height (in feet) is specified with each

water mass, i, and varies only with water mass. This wave-

height is used to compute the loss for each mode and fre-

quency, given its surface-grazing angle. Currently zero

loss is used for all angles/frequencies/wave-heights.

1 3.1.5 Volume Attenuation

The volume loss, avc, per unit horizontal distance

is computed from

a av(f) = 0.125 (f/l000) 2 dB per nm

for each input frequency f. Once-the bottom- and surface-

loss rates are computed, they are added to a v,, multiplied

by the range step, and converted to an intensity reduction

for each eigenfunction.

3.2 THE PROPAGATION-LOSS MODEL

Rewriting the expression for the intensity as a

function of range

I(rf,z) 1 [m (f) • 10 ' m,(r,m)(rfz)

* A
the receiver excitation, Om' is groupeA with the attenuation

terms since the 0m are reduced accordingl- as the mode

propagates, and only the incremental attenuation in each

range step is included. That is

I 3-4
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I ^^-- (rf) , Ar/10

m (f,r+Ar)= m(f,r) • 10 m

where a is the dB attenuation suffered by mode m as identi-
1 m

fied with m'(rm) per unit distance in the environmental

region from r to r+Ar.

3.2.1 Treatment of the Receiver

"I The receiver elgenfunction at range rnf is given by

A (r nff)/10

M(f,r nf) = (AsineR) 10

where the summation over j refers to those angular apertures

at the receiver which, after propagation to the range rnf

(with or without slope conversion), will be contained in

3 mode m. Specifically if the ray 6Rj at the receiver propa-

gates to range rnf with ultimate phase (turning-point)

"velocity 6j, then its solid-angle contribution, (AsinOR)j,

is assigned to mode m where

<c <~
M-1 i M

I The attenuation term represents accumulated volume and bottom

losses:

I J(rf f) H BL,(yb(rk).f) + av (f)r

kI
where Y b(rk) are the ray grazing angles at each of the Nk

3bottom reflections, and BLLk are the corresponding dB losses.

* 3-5
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The procedure is to trace each ray 6Rj reaching the

I receiver (corresponding to axis angles 60xj) upward ard down-
ward from the receiver to the range rnf. Attenuation losses

are accumulated and mode numbers m(j) determined. If the

immediate slope 0 bR is less than 0Rj (with sign) then the

ray's contribution is included:

(Asine R) = sinOR(xjOR ) - sin6R (0xj_l)

where from Snell's Law

cosR cR cos"

For the shallowest ray 0j reaching the receiver

(Asin6R = sinOR(O6 ^

For a suspended receiver over a locally flat bottom,

the identification clearly simplifies to a Snell's Law mapping

(since no angle conversion is possible). That is

m(j) = j.

This case is invoked when enf is set < - 1.5

radians. The depth at the end of the near-field sector,

Znf, should then be set to the desired depth at the receiver,

and rnf should be set to some short range (> lnm) beyond

which the ze depth will be used. For the sloping bottom,

the ray trace must bo executed as described below.

3 3-6
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3.2.1.1 The Ray Trace

The ray trace is considerably simplified by

* assuming that the ray trajectory may be approximated by

the arc of a circle, horizontal at the depth of the lower

turning point and passing through the upper turning points

(or surface reflections) with a separation distance equal

to the ray's period. This approximation is based on the

observation that below the sound-channel axis, the actual

ray trajectory is very nearly circular, and the contribution

to the period from the trajectory above the axis is a

small fraction of the total period.

Figure 3-2 illustrates a typical geometry for a

3 ray passing through the receiver and reflecting twice off

the near-field slope. Given a ray passing through theu •point (r,z) with period P and upper and lower turning points

Zup and Zdn, the center of the ecluivalent circular ray is

located at (r c, z ) where

Z c = Zdn - P

rc = r - 4 (z- _C).

P is the radius of the circular arc:

dn- up) 
2n

n and the plus sign in the expression for rc is used when the
ray angle at (r,z), 0 (measured positive up) is less than

* 3-7
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zero (minus for 6 > 0). The ray period is obtained by

interpolation in P(Z) where ý is the ray's turning-point

sound speed.

m Initially, since the ray corresponds to a mode,
m, c = cm and P = PM. The ray is then traced with a check

for reflection either before or after its upper turning

point. An initial reflection is permitted if

Znf ,ZandQ<

where the near-field bottom has slope 8 (positive up) and

depth znf at range zero, and 0 corresponds to the angle

of the ray at (r=O, z=zR) on the circular arc:* •R

A -l1
0 = sin (rc/P).

If the ray cannot initially reflect it is incremented by

one cycle (r -• r + P), and in either event a test for

reflection is made by solving for the intersection (r',z')

of the circle and straight line:

I r' =r 0 +u

m z Z - r' tan ,

I where

Iu = cosB I wsInB [4P (wcosa)2j1

m 3-9
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and

W = •'nf - r ctanO - zcI
The ray reflects if p > wcosa and has angle e' at (r',z'):

I sine' = u/p.

I The ray grazes the bottom (for purposes of bottom loss)

at angle

IY
and reflects specularly at

l 0" 2 0'.

I The new phase velocity 6 is computed by finding c(z') from

Che sound speed profile, and applying Snell's Law

- c(z, ).
coso"

The new period and upper and lower turning-point depths

are then found by linear interpolation in their values as

functions of 6. The ray is advanced through an upper

. turning point (rc - rC + P) and the reflection test is

repeated until either the ray can no longer reflect, or

the end of the near-field bathymetry, rnf, is reached.

If the near field bathymetry has a flat (0 = 0)

bottom, the above calculations would be repetitive and the

periodicity is used to speed up the process. The value

* 3-10I Sl
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of Z after the last allowed reflection is used to identify

the corresponding mode as previously described. As a result

of this trace, and after incorporation of immediate-slope

effects (elimination of modes, etc.), the original set of

25 modes spaced at axis angles of 1-degree from 1 to 20

degrees and 5-degrees from 25 to 45 degrees may consist of

a subset of propagating modes between mI and m2 with some

possible interior non-propagating modes. These are recog-

_ nized and flagged to minimize subsequent computations.

3.2.2 Treatment of the Source

For each water mass, the set of rays described

above are traced through one full cycle to compute their

periods, phase integrals, turning points, etc. First their

turning point sound speeds or phase velocities, c, are

found from Snell's Law

= Caxis/COS axis,

whereI
1)2,... ,20Iaxis 725,30,...,45 degrees.

I The ray period is given by

I = 2 (sineI - sine )

k g
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where the summation is over all layers in the sound-speed

profile which have some portion where c(z) < 6. are all

positive and the superscripts of 1 and 23 indicate values

at the upper and lower ends of the layer, respectively.

The ray angles at the endpoints of each layer are:

I cosek = Ck/6.

U If only a portion of the layer ha-. c(z) < 6 then the ray

turns in that layer and one ek = 0. If gk = 0, then the

contribution from that layer is

I Ark = (z2 - zl)/tanek.

For the phase integral

l+sin62

0sin 2 sine 1 -. iis

If the ray turns in the layer (and say ek = 0) then cis

replaced by c. Fo' zero-gradient layers

2 zk) sinek/Ck"

I c > c(z = 3) then the upper turning point depth
is taken as zero. Otherwise the first depth (z up) in the

sound-speed profile where

C(zup) = )c

is the upper turning point, and the last point (zdn) where

1 3-12
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C(zd) =I
is the lower turning point. For subsequent diffraction
calculations the magnitudes of the gradients at these points

(gUP' gdn) are saved.

I The source eigenfunctions are then computed as a

function of Zup, Zdn, gupI gdn, the source depths, ray angle,

and frequency. First, the geometric limit, h , is computed

whereI.
hg = I/tane(6, C(Z S)),

6 being the angle at the source depth, zs, of the ray with

I phase velocity 6:

cose = C(zs)/.

If c(zs) > Z, hg = 0.

For each frequency, f, the upper (if z > 0) and
lower turning point scale factors and limits for diffraction

corrections are computed

3g u/dn1/3

Zup/dn )f
A ^

a up/dn 1.77/AZup/dn

* 3-13
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A A
zup/dn ' Zup/dn +/- AZup/dn

htc,up/dn = 1/6up/dn

All of the above variables are functions of frequency.

0 is the minimum angle permitted before diffraction limits

the intensity, hc is the caustic limit for the intensity,IA cand z are the depths at which these limits will apply.

A Except for the special cases noted below,
beyond z (i.e. in the diffraction area):

[Ai 2 (+/- a(Zup/dn - z)j

h(z) ic 2)

3 where Ai is the Airy function, and for upper turning points

I h (r'h-( -Z _ Vh-()

to include surface image interference of the diffracted

field.

There are a number of special cases, however,

associated with overlapping turning point regions and interior

profile maxima. If the diffraction regions overlap (i.e.,
if z P > z dn) define an overlap region (z 1 , z2) between zup

and zdn but not beyond the turning points:

zI = MaX(Zup, zdn)A

z 2  min(zdn' zup).
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In this region a linear interpolation between hc'up and hc,dn

will be used. If a profile has an interior maximum such that

h gets too lazge (or 0 - i.e. c(z) > 6), then in this region

use a linear interpolation between hc'up and h c,dn For
RSR modes Zup = 0, hc'up = hc,dn and the above procedures

* Icarry through.

Finally, once the diffraction-corrected geometric
intensity is computed, surface-image interference effects

* are incorporated for surface-reflected modes by setting

2h. sin2o % 0 < 37r/4

h *0 >- 3n/4I
where

I 21Tf z
€O = c(z -0) sinO(z = 0).

This limits surface-image effects to the null and first

* constructive lobe below the surface.

The above treatment of special cases is aimed
solely at providing a continuous result, For overlapping

turning-point regions, the correct solution corresponds to

Parabolic Cylinder Functions rather than Airy Functions and
is too complicated to treat. When interior maxima in the

profile force h > hc the eigenfunctions are much more

complicated. Typically they split into groups concentrated

in the upper or lower channel (but not both), or in the case

of symmetric channels into pairs of modes which, depending

on their phasing, concentrate in one or the other channel.
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H The treatment here is clearly approximate and amnount& to

partitioning the energy between both channels and allowing

energy between the interior turning points. It is consistent

with the rest of the treatment of double channels (e.g.,

cycle distances and phase integrals) but is clearly an area

where improvement is possible.
I

These values for ¢ are computed assuming an infi-

3 nitely deep ocean bounded by a pressure gradient. Hence the

lower turning point always exists. When a given region of
f4nite depth (ze) is considered the normalization is computed

0 - /(1/2 Pm(Ze)),

I where

P m Ze > ZdnPm(Ze)
P -c 26 sinG a Z < z

m 9 b e dn'

- b is the bottom grazing angle at z by Snell's Law and gI is the pressure gradient (0.018 sec- ). The factor a is

chosen to continuously model the departure if the ray tra-

jectory from the pressure-gradient assumption. Specifically

(AP(Zu) - P) zdn - ze

1AP(Zup) Iz-- " up]

3 where AP(Z)up is the distance the ray with turning point zdn

would spend in a pressure gradient below the depth zUP
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AP(Zu) (z sineup

where

Cosa co(=4776 ft/sec)+g • z
up a

I Note that if the actual profile is the pressure-gradient
profile AP(z ) = PW and a = 1 (i.e. no correction). Also

UP m
the correction goes quadratically to zero as ze - Z) . At

the upper turning point Ob =0up and pm (ze) = 0.I
If ze <_ Zup (i.e., the water is so shallow that

none of the mode is allowed to propagate), the mode is not

considered. Note that since the-corresponding phase integral

will be zero no mode could couple to it anyway. (This is

an example of the difference between this treatment and a

standard treatment where m is the mode index, or eigenvalue

in each region. Here m merely refers to a phase velocity

which may or may not correspond to a propagating mode.)I
The phase integral is similarly modified for

finite depth:

I Ze -> 4dn
•m(Ze) (1 - "(ze)/AO(z ))z < Z

3 where A is the decrement to the phase integral (assuming

an infinite pressure gradient) and water depth z:

I
3 3-17

I



m
U

3 () = -sino(z)-ln[( 1 ÷ sine(z))]"

This treatment forces the phase integral to zero at the

upper turning point. Again if the medium is pressure

gradient the formula makes no approximations.

isFo, this region, the bottom loss per unit distance

is computed for ze < z by

aB(f) = BL(eb) f, BC)/Pm (dB per nm)

I This loss rate is added to the surface and volume losses to

compute the total a.

3.2.3 Range DependenceI
The key issue in range dependence is the adiabatic

mapping of modes. From the initial excitation and subsequentIA
attenuation, a certain set of modes ( m) have been identified

as propagating at a given range. These have phase integrals
0 after initial excitation. In the new environmental region

the modes have phase integrals Vm(r), and it is necessary to

identify that mode in the new region which will carry the

energy of the original modes, i.e., m'(mr). The mapping

m is done such that

1 0
-- (r) < ým I ým'(r)"

The finite discretization of the modes makes this mapping

approximate and several modes may appear to map into one

3
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under certain circumstances. (For example, modes corre-

sponding to axis angles of 16 through 19 degrees may all

map into the high-angle mode from 20 to 25 degrees. If the

modes convert to shallnwer angles they may be separated

in subsequent mappings.)

When the water becomes very shallow, deep-water

n-odes are converted to very steep modes. Since the basic

mode set only goes to axis angles of 45 degrees, any steeper

modes are assigned to this last mode and propagate accordingly.

iSince this high angle will attenuate rapidly the approximation

is probably adequate and preferable to the overhead of carry-

ing higher angle modes.

When only the water depth changes (and not the water

mass or sound-speed profile), the.new mapping need only be

applied to modes which were before, and/or now become bottom-

reflected. To minimize unnecessary computations a check is

made to decide whether the depth change is significant.I
The change is not significant if (1) below holds

or both (2) and (3) hold:

(1) The highest angle (m = mi2n) propagating mode

was not and does not become bottom reflected.

Specifically,

m2 < Mb (the first bottom-reflected mode

in previous depth)

Zdn 2 <z (in new region)

(2) The first bottom-reflected mode stays bottom-

reflected, and the last non-bottom-reflected

mode stays non-bottom-reflected. Speci fically,

3-19
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both zdin(mb) > ze

and zddn(mb-l) < ze.

I (3) The change is small enough that no mode

changes phase integral. This will be most

I likely to occur where the modes are steep-

est and most densely packed (i.e., near the

20-degree mode if present). This test is

approxiinately made by assuming a homogeneous

I medium:

P(O', Ze) - sinO • ze1~0c
I so that between modes for fixed depth

S1 z e cose So.
0

Iv
Whereas for a depth change 6 ze, at fixed

I angle

4 _ 0l sine 6ze
•z =eU0

3 Hence if 6 ze is sufficient to change * by e
the mode will change number. That is, theA

change is not significant if 6 ze< 6 ze where

z e tan0O

I
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This test is applied to the steepest bottom
reflected mode unless the 20-degree mode is

present and bottom-reflected in which case

it is used. Since generally the 20-degree

mode will be bottom-reflected this test can

be used as a convenient pre-filter of bathymetry,

eliminating fractional changes in water depth

U Az < 6e(=10 ) z 0.017
z - tan(200 ) 0.36

3.2.4 The Smoothing Algorithm

The smoothing algorithm operates on each transmission-

loss curve (one for each source-depth/frequency combination)

separately. Hence consider the range, transmission-loss pairs

(R(k), TL(k), k = l,n). The algorithm first flags all pointsI A
of "significant" discontinuity, k, defined as follows:

I A A
(1) ITL(k) - TL(k + 1)1 > ATL (=2 dB)

I and

(2) ITL - TL(k + 1)1 > ATL

where TL is extrapolated from k and k - 1
Ato k + 1:

TL = TL(k) + a(k)[R(k+l) - R(k)3,

I c(k) TL(kj - TL(k-1I
RIk) - R(k-1)

I
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These points are flagged by working out in range (beginning
with the second point). Once a point is flagged the check

A

continues at k + 2 (i.e., the suspicious point is not used

"I for a slope computation).

A

Once all points {k} have been identified as suspi-

cious, they are examined for possible source. First a check

is made to see if they correspond to the end of an environ-

mental region (re):

IR(k) - re(i)l < £r(= 0.1 nm).

If this tolerance is not met the point is not changed. If

m the point does correspond to the end of an environmental

region, it is next checked for the end of a water mass (i.e.,

index (i) t index (i-l)). If this is the case, first TL(k) is

linearly interpolated in range between 1 - 1, 1 + 1. Then

all transmission loss points between R(kI) and R(k) and
A

between R(k) and R(k 2 ) will be linearly interpolated in

range. These endpoints R(kI) and R(k 2 ) are no farther away

from R(k) than the minimum of: (a) halfway to the next

R(k); (b) halfway to the far side of the water mass (i.e.,

Sre (i±l)); or (c) 150 nm.

If the discontinuity is not associated with a

wa'.r-mass change a water-depth change is considered:

I ez(i) - z e(i-) 1 ?~%=1~

z e(i-1) >CZ=%
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If there has been a depth change, TL(k) is linearly interpo-

I lated in range between k - 1 and k + 1, otherwise no change

is made.

This procedure is repeated for all flagged points

at all frequencies and source depths. On option the smooth-

ing procedure can be suppressed or both unsmoothed and

smoothed output can be obtained.

3

1
I
I
I
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3 Section 4

Model Evaluation

U This section contains a preliminary evaluation of
the transmission-loss model in terms of comparisons with

parabolic-equation (PE) results for precisely the same envi-
ronmental inputs. The objective of these comparisons has

been to quantitatively assess the basic model accuracy in
the absence of errors associated with imperfect inputs.

That is, let prediction error, cp , be defined as the dif-

ference between actual (TL) and predicted (T) transmission

loss under the actual ({ENV)) and predicted ({ENV)) environ-

ments:

| • = TL ({EV))- atL(EVIve>

= TL ({ENV)) - TL({ENV})

z :B A A Ak

+ TL({ENVI) - TL({ENV})

CENV+ EMOD,

3 where c ENV is the variability in propagation loss under the
actual and predicted environments, and eMOD is the model error

assuming perfect inputs. Letting TL correspond to transmission

loss predicted by PE, then eMOD may be rewritten as:

II
I
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CM = TL({ENVI) - TfL({ENV})

+ TL({ENV}) - TL({ENVI)

e MOD,PE + iMOD,

the first term being the PE model error and the second the

difference between PE and the ASTRAL model.

In several comparisons with both exact (normal-

mode) solutions and measured data, PE has been found to have

a basic model error (when smoothed much less than the present

model) of zero mean and less than 1-dB standard deviation.

The variance in the model error could not be separated from

the measurement uncertainties, and may in fact be somewhat

less. It will be assumed here that

CMOD e MOD,

and ZMOD will be evaluated. When it reduces to variances

comparable to 1 dB2 it may, in fact, be less.

3 The evaluation cases consist of five basic water-
mass evolutions in conjunction with four different bathymetry

sections. While all combinations were not considered a total

of 12 different environments were treated. In each environ-

ment one or two receiver depths were used and propagation-

loss was computed at three source depths (60, 300, and

1000 feet) and three frequencies (64, 128, and 256 Hz) in

each of-the 20 model runs. (For PE each frequency required

a separate run.)

4
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The five water mass evolutions have been designated

1 through 5 and the four bathymetry sections A through D. A

final designator of 1 or 2 will be used for the first or

second receiver. (Their specific depths vary from case to

case.)

In the five sound-speed sections a total of eight

different sound-speed profiles were considered, varying from

a simple half-channel profile to a double channel with a

surface duct. The range dependence in some examples is

probably unrealistically severe. The bathymetry sections

were selected to highlight certain profile/bathymetry coupling

effects which are dramatized by using a very high-loss bottom.

These combinations may also be unrealistically severe. They

were picked to exhaustively test the model's algorithms and

assumptions by highlighting selected paths.

In the illustration of an environment (e.g., the

bottom of Figure 4-1), the actual profiles used in the model

are shown as solid curves. These were applied between the

ranges of the 10000' point on the dashed profiles (the center

point of the arrow). In this example the first profile was

used from 0 to 350 nm, the second from 350 to 650 nm, etc.

In running PE a continuous evolution for the sound-speed
profile is required. The dashed profile indicates the inter-

mediate profile at the midpoint of the transition regime
designated by the arrows (e.g., a continuous evolution from

profile 1 to profile 2 between 300 and 400 nm).

The adiabatic treatment of the range-dependent envi-

ronment implicitly assumes that the details of the evolution

are not essential to the level once the evolution is complete.

See page 4-11.
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The smoothing algorithm attempts to eliminate discontinuities
by identifying their likely source (and its extent) and

smoothing the levels through the transition region. Agree-

ment between the model and PE in the transition region will
thus be largely fortuitous. Agreement at the end of a transi-

i tion region is a true measure of model accuracy.

i The adiabatic approximation will break down if the

PE results are sensitive to the rate at which the transition
occurs or its position in range (i.e., the thickness and place-

ment of the transition region). The adiabatic approximation

cannot predict such a sensitivity and may, at best, represent

an average result. It is also possible that the adiabatic
result is totally outside the possible range of results for

rapid transitions, since it assumes a gradual evolution.

i When a range-dependent bottom profile is used (e.g.,

Figure 4-7) the staircase profile assumed by the model is
plotted as a solid curve and the PE continuous equivalent

is plotted as a dashed line. The model used a loss per bounce

of 40 dB at all angles and frequencies. PE used a "high-

loss" bottom model which through an artifically large volume
attenuation eliminates all paths which reach the bottom.

The test cases are summarized below in the follow-

ing subsections. For each specific case (environment, bathym-
etry and receiver (located at range zero)), the results are

presented on a single page for each source depth at a fixed
frequency (e.g., Figure 4-1 corresponds to case lAl for a

64-Hz source at depths 60, 300 and 1000 ft). The solid

transmission-loss curve is the range-smoothed PE and the
squares are the discrete model predictions. The receiver

See page 4-17.
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location (2500 ft in this case) is indicated by the "R" at

the appropriate depth. Higher frequencies follow and all
figures for a Test Case follow the discussion of the case.

The principal objective of the case-by-case discus-

sion is to identify model weaknesses and determine, wherever

possible, the basic cause. Virtually all of the major dis-

crepancies have been traced back to known model limitations.

Nearly all could be remedied in the basic context ofothe

present model. In the course of these comparisons a number

of deficiencies were corrected as they were found. Those

remaining would require a substantial effort to remedy and,I mat present, do not appear to represent sufficiently severe

limitations to warrant delaying program release. These

limitations and the environments and geometries most likely

to emphasize them are'summarized in Section 4.6.

U Subsection 4.7 addresses model accuracy from a

statistical viewpoint, summarizing the differences for

various source depths, frequencies and values of trans-

mission loss. The final subsection (4.8) summarizes the

-I model evaluation and compares computer running times and

approximate costs.

I
I
I
I
I
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1 4.1 TEST CASE 1

Test Case 1 consists of a somewhat compressed
evolution of the sound-speed profile characteristic of tracks
from warmer mid-latitudes to colder northern latitudes

(Figure 4-1). Propagation loss from sources in the northern
latitudes is a complex function of source and receiver

depths and frequency.

I 4.1.1 Case IA Flat Bottom

This case addresses propagation loss for a deep
(18000 ft) flat bottom with receivers at depths of 2500 and

1 10000 ft.

I3 4.1.1.1 Case lAl - 2500 ft Receiver

i4 Hz Comparisons (Figure 4-1). The principal dis-
crepancy occurs in the first transition region (300-400 nm)
where the smoother has spread the change over i150 miles.

I If the smoother used ±50 miles the results would be much
closer. A phenomenon illustrated by this case is the much3 better coupling between the receiver and the shallow source

as the axis rises. The poor coupling in the first 200 miles3 is magnified by strong surface-image interference losses at
64 Hz which are less severe at the higher frequencies (Figures

3 4-2 and 4-3).

128 Hz Comarisons (Figure 4-2). The less-severe

surface-image interference reduces the magnitude of the

decrease in loss in the second region for the shallow source.

4
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A shorter smoothing interval would eliminate most of the
discrepancies around 400 miles. The 2-dB mean difference

at 300 ft may be due to either the approximate extension in

depth of the diffraction fields of key modes, or more likely

the termination of surface-image interference effects below

the second rms interference point.

3 256 Hz Comparisons (Figure 4-3). The discrepancies

in the first 200 miles at both 60 and 300 ft are probably

due to the termination of surface-image interference effects.

The error at 60 ft magnifies the problems associated with
the smoother between 250 and 400 miles.

4.1.1.2 Case 1A2 - 10000 ft Receiver

64, 128 and 256 Hz Comparisons (Figures 4-4, 5,

and 6). The transition problem persists at 60 ft and a short-

term focusing effect is predicted by PE at 300 ft and 350

miles. The dissipation of the effect by 400 miles indicates

that it is strictly a transient phenomenon of the sound-speed

evolution. It does indicate that even the range-smoothed

level in a transition region is not bounded by the levels

on either side.

A more serious problem occurs for the shallow

m source in the last profile and persists somewhat across

frequency. The paths leaving the 10000-ft receiver will

m be surface reflected in the last profile at angles between

approximately 12 and 20 degrees. At 64 Hz and 60 ft these

should all experience some degree of constructive interference.

While the model appears to indicate this, PE does not. The

I
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discrepancies at 128 Hz and 256 Hz could be removed by
extending the surface-image interference below the second

rms point. The 64-Hz problem remains unsolved, however,

and may indicate a partial breakdown of the adiabatic mapping.

4.1.2 Test Case 1B - Shoaling Bottom

The rising sound-channel axis has been accompanied

by a slightly out of phase, shoaling bathymetry to illustrate
the losses and recoveries such an environment might produce.

4.1.2.1 Test Case lB1 - 2500 ft Receiver

64 Hz Comparisons (Figure 4-7). All of the energy

reaching 60 ft from 100 to 200 miles is via extended diffrac-

tion fields of modes with deeper turning points. As the

bottom shoals between 200 and 300 nm the level is controlled

by more axial modes and is being somewhat underestimated

at both 60 and 300 ft. The recovery in level at 60 ft is

more abrupt than in PE because the transmission-loss changes

are too rapid for the smoothing algorithm to treat effectively.

In the transition and pressure-gradient regions beyond 600

miles the discrepancies at 300 and 1000 ft result from the

discrete, small number of modes left in the problem, and the

breakdown of the local plane-wave treatment of surface-image

* interference for low-order modes in a pressure-gradient or
"half-channel" environment. The modes are, in fact, strongly

focused in this region whereas the surface-image interference

estimate has large errors.

I
I
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128 and 256 Hz Comparisons (Figures 4-8 and 4-9).

The same basic problems persist, however, the long-range

discrepancies are not so sovere at the higher frequencies.

4.1.2.2 Test Case 1B2 - 10000 ft Receiver

64, 128 and 256 Hz Comparisons (Figures 4-10, 4-11,

and 4-12). Since the near axial modes do not reach the 10000-

ft receiver, the second shoaling eliminates all available modes

and the loss increases irrecoverably.

4.1.3 Test Cases MD1 and 1D2 - Broad Ridge, 2500 and
10000-ft Receivers

64, 128 and 256 Hz Comparisons (Figures 4-13 through

4-18). In this case a broad shallow (7500 ft) ridge is intro-

duced with the second profile. (The increase in depth beyond

700 nm is irrelevant for this environment since the sound-

channel continues to rise.) The model handles'this environ-

ment quite well. A minor problem uncovered in these test

cases is the high-loss window from 300 to 350 nm for the

shallow sources where the bathymetry intrudes before the sound-

speed profile changes. The PE transition region was able to

channel energy away from the rising bottom rapidly enough to

avoid high losses.

m Propagation to the shallow sources at the higher

frequencies in the first profile shows the same problem dis-

cussed earlier (Case 1B). The overestimated loss at 300 ft

for both 128 and 256 Hz may indicate a problem with the ex-
tended (and surface reflected) shadow-zone fields. The
present treatment assumes that the gradient at the mode turning

I 4-9
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point extends indefinitely (to and effectively through the
surface for the surface-reflected component). Since the

gradient weakens the reflected diffraction field may be

stronger than predicted. The assumed phase difference of

1800 independent of depth is only an approximation which may

degrade with depth.

The energy to the deep receiver from sources beyond

the ridge is totally blocked. The model overestimates slightly

the range at which the loss increases rapidly, however, the

rate of increase is about right.

I
I

I

I
I
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4.2 TEST CASE 2

The sound-speed structure for this case (bottom of
Figure 4-19) begins with the same profile as Case 1 but evolves

into a strong-thermocline warmer profile, a double-channel

profile and two Bermuda-like profiles, the first containing

a slight upper channel, the second a large but weak, negative

* sound-speed gradient.

Problems encountered in the first 300 miles have

been addressed in the discussion of Case 1. This case was

designed to address problems associated with the approximate

eigenfunctions in the double-channel profile as well as the

adiabatic treatment of its development and decay.

U Both cases considered below are for a 3000 ft (axis-

depth of the first profile) receiver. The double channel is

assumed (in the PE continuous evolution of the sound-speed

profile) to develop as a split in the main sound channel of

the first profile. By using an axis-depth receiver, low-angle

rays (or modes) are introduced which split between these

channels. As the channel diminishes in size (in the first
Bermuda-like profile) some of these escape to the full

channel leaving only a few in the upper channel. The 1000-

ft source is on the axis of the first double channel and

just below the bottom of the second double channel. The

300-ft source is just above the trapping region of both

* channels.

4.2.1 Test Case 2A1 - Flat Bottom, 3000-ft Receiver

64, 128 and 256 Hz Comparisons (Figures 4-19,

4-20, and 4-21). At 64-Hz the entire evolution is handled
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well with -2 dB errors at most. However, at 128-Hz propa-

3 gation losses from the 1000-ft source on the axis of the

first upper channel (800 to 1100 nm) are being significantly

overestimated. (Note that at 64 Hz it is being slightly

underestimated and at 256 Hz there is essentially no error.)

The upper duct effectively traps 2, 6 and 11 normal modes

at 64, 128 and 256 Hz, respectively. The model assumes that

there are enough modes contributing that the detailed eigen-

functions may be replaced by their envelopes. This approxima-

tion becomes less accurate as the number of modes becomes

small. The agreement at 64 Hz may be fortuitous, whereas at

128 Hz the real magnitude of the problem may be apparent.

3 By 256 Hz there are probably enough modes that the approxima-

tion is valid.

U The second double channel should pose similar prob-

lems. However, none of the sources is contained in the upper

channel and the effect is less noticeable. The discrepancy

for 256 Hz at 1000 ft may relate to the treatment of sources

located in interior shadow zones of modes. The present treat-

ment is to apply the caustic field throughout such regions

whereas the field should, in fact, decay.

4.2.2 Test Case 2D1 - Broad Ridge, 3000-ft Receiver

64, 128 and 256 Hz Comparisons (Figures 4-22, 4-23,

and 4-24). By introducing a broad ridge, the deeper cycling

paths are eliminated, leaving only those near the axis and

magnifying the double-channel effects described above (c.f.,

128 Hz for the 1000-ft source). As the second double-channel

3 profile is introduced at 1100 nm, the levels drop abruptly

indicating very little trapping in the upper channel and

3 strong shielding from modes trapped in the lower channel.
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The major discrepancies in these cases (aside from those

already discussed) occur at sufficiently high values of

transmission lo'ss (> 120 dB) to be inconsequential.

i

I
I
i

i

I
i
I
i
i

i

i
i

i

i 4-31

I



II

RWEI NMi. . -I- !------

\ANGE (N I ... .I .......

I•' 7 . - - ., -

Ir X3- .. . . &W "Of w I M It I" tw Wit :U:t j , , .

b!": w o M Ito %o L I- lft I

i :•z i.. . ....... I,,L

ReevrR for, Frqec of 64 Hz Model(- ..II•

,: I I-"

-Figure 4-19 Comparison of Range-Smoothed Propagation Loss

* Versus Range for Test Case 2AI (3000-ft

- Receiver-R) for Frequency of 64 Hz. Model(I),
PE(-)2

4-32



It -4 . . -1

"-..""---'I - -

I. • U Ii m r s is te .. .. it i '

.t vt &M..,21 an ;L: .

* L-- - Si ....

!i;

rNG. INfl)

,-,: .. .r - - ! I - . . ..

I ... .. .
Vesu Rag fo TetCs|AI(00

. .. 'I ,

P ( -... . - -.-- -.

I 4--3
IIr1%6 I•

' - ''',- -.46 . ... 4 Ib"-- lU--- 164.-

i igure.4-20 Comparison of Range-Smoothed Propagation LossI Versus Range for Test Case 2A1 (3000-ft
Receiver-R) for Frequency of 128 Hz. Model(l),
PE(--).

4-33

S.. . . . . .'I _ _ ~ , ll m m l m •



at 
I . ft

w s i G M a o lot IIa - .i . ... v. ,

. ... .I I I I

$*iU WIlN U.??r

_t.... ___! - -- - -1 - --t - .... .-.- . _--- .1

. - -.... 1 11.-j 0 t. m I " w WOO. -Ila -' l i - I

IR
Receie__R for FLr 1.2quency oHd

-I• ... - I I • - - JI i
-IN ! " ' •. l I U iii &_.:__ . .*

4-34

I eeie-R o Frqunc o 25 Hz. M ode(,

... .. . .. - - - -1 • " : - , -

I I I I 4-3--4 - k :

I•: • ..• •. . ,,'l- -I - - .., • •



III

""U so i n t ine t ~Sit

MM I

--. 
7N- -

Versus RangeI for Ts 's I

I t• :Zl il ' i a taI 'a •m •a mI aI:1 :.

I,- i e i, for Frequeny o ._

I ' I i I TVK 7h" ;

tl " I ,,

PE(-).n

\1AN iI Lj :uzzi 4-35

i ' I II I fI
I, , " ' ! i I

_ . . ' '

I .- "i.

-- Vesu , 1' 0 ' ' x .. 1
Rag fo et CaeW (30-t

Recivr-) orFrqunc of- 6-4 Hz. Hodl('),

I--



II
I '! " I I ! !

411 It s

i 'lii i i ________

SI ' _ _ _ _ _ '_ _

Its I

"5" j . ..__ . I , ,_ _ I

R 'o

i 4 , -f Range-Smoothe Pron L

S U Ze e .N?) for Frqunc of 128 Hz. Model(

4-36

I Ia• • €o im *t

i I I

I 1: ' V. ' " "
i w• * .--

Iit

Reeie "R fo Frqunc o• 12 Hz+ .Uoe(3)

PE(--).

4-36



I~~~~ 
i t!•

ft I m Is 
I 0 a ,w 62• I i i I ________ ________* •..I I K 4

V R for Tl Vi.I. 
U ,I '

•* . Io I

I I 1
S. .

. .
_ __ __

t 
! ,' 

•1 •

! 
1

IFigure 4-24 Compatrison of Range-Smoothed Propagation LossVersus Range for Test Case 2D1 (3000-ftReceiver-U) for Frequency of 256 liz. ,Model(i).

I PE(-).

4-37



I
I

4.3 TEST CASE 3

The sound-speed structure for this case is the

Sreverse of that used in Test Case 1. It corresponds to

propagation to a receiver in a cold, high latitude from

sources to the south.

4.3.1 Test Cases 3AI and 3A2 - Flat Bottom, 1000- and
5000-ft Receivers

64, 128 and 256 Hz Comparisons (Figures 4-25 through

4-301. Two problems are illustrated in these cases. First,

for the 1000-ft receiver and 1000-ft source in the first

profile (< 300 miles) the model underestimates the level by

3 dB at all frequencies. Because the source and receiver

are at the same depth in a range-independent environment,

the peak focal regions correspond to cusped caustics. The

mode treatment used here effectively recognizes this focusing

at one end (the source) but not the other. The up- and down-

going pairs of paths being added at the receiver actually

have a zero-phase difference rather ttRn the random relative

phase assumed by the model. The approximate summation will

thus yield a 3 dB lower level than the proper summation.

I Tha second problem occurs ;t longer ranges (> 800

nm) for the shallow source at 256 Hz for both receivers, and

64 liz for the shallow receiver. The model is overestimating

the level by 3 dB in all cases. At 64 ltz this difference

3 appears to be due to surfvc-image interf.rence at the

receiver (since it is not present for the deei: receiver).

3 At 256 1iz surface-image interference might account for the

difference at the l000--ft receiver but seems uinlikely as Lhe3 imechlnism at 5000 ft. The difference is consistent with the

I 4-38
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.m problems in Test Case 1 for the shallow source at 256 Hz,

where it appears that an extension of the image-interference

correction to greater depth than the second rms depth may

be required.

1 4.3.2 Test Cases 3C1 and 3C2 - Gradual Downslope 1000-
and 5000-ft Receivers

1 64, 128 and 256 Hz Comparisons (Figures 4-31 through

4-36). In this case the sound-channel develops more rapidly

than the water depth incereases, resulting in a substantial

stripping of high-angle modes. With the third profile only

the high-angle modes could contribute to the level and a

large increase in loss occurs. Even for the deepest- source,

the energy is sufficiently concentrated near the axis that

very little is available.

U The model has a tendency to overestimate the final

level froim the deep source, especially at tie lower frequencies.

The field in these cases is composed solely of diffraction

contributions from the remaining modes, all of whose upper

__ mturning points are deeper than 1000 ft. In the model, the

extension of the diffraction field beyond the turring point

is based on the sound-speed gradient at the turning point.

For the near axial modes this gradient is quite weak and the

3 mdiffraction fields would be extended much further than in a

complete treatment (which would recognize the significant

increase in gradient above the turning point).

A peculiar effect occurs for the 1000-ft source,

where the level to the de•ep (5000-ft) receiver is higher

than to the shallow (1000-ft) receiver. This is probably

m due to the stronger coupling by the 5000-ft receiver to

the few higher-angle modes which propagate at this range.

I
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The final figure (4-36, 60 ft) magnifies the surface-

image interference problem introduced by limiting the effect

to the depths below the rms point in phase. The high-loss

bottom results in a narrow aperture of rays (between 9.9 and

11.0 degrees) reaching the source at 60 ft from this receiver

in the first few hundrel miles. The phase difference between

up- and down-going patis is larger than the rms cut-off

point. In fact, however, the phase differences over the

aperture are small and all paths in the aperture experience

constructive interference at 60 ft for 256 Hz. The correspond-

ing decrease in level varies from 1 to 3 dB depending on the

path. This appears to account for most of the observed dis-

I crepancy.

I

I
I
I
I
I
I
I
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4.4 TEST CASE 4I
The sound-speed environment for this case (bottom

of Figure 4-37) begins with a double channel, followed by

a strong-thermocline-gradient single channel, a repeat of

II the double channel, and finally a deep-axis (Bermuda-like)

single channel. A number of model deficiencies associated

with double-channel profiles which have already been iden-

tified in Test Case 2 will reappear here.

4.4.1 Test Cases 4A1 and 4A2 - Flat Bottom, 4000- and
12000-ft Receivers

6_4, 128 and 256 Hz Comparisons (Figures 4-37

through 4-42). The 4000-ft receiver is at the axis of the

lower channel, whereas the 1000-ft source is at the axis of

the upper channel. Discrepancies for this combination in

the first 200 miles should indicate the limitations of the

double-channel treatment. At all frequencies the model is

predicting 3-dB too high an in-tensity. Assuming no leakage

through the subsurface sound-speed maximum at 2000 ft, the

differen,.e in actual versus modeled angular aperture at 4000

ft reaching 2000 ft would account for 2 dB of the discrepancy.

Focusing effects probably account for the residual differences.

The differences which occur the second time the

double channel is encountered (800-1000 nm) are due to ducting

effects in the upper channel as already discussed under

Test Case 2. The 3-dB difference in long range (> 1200 nm)

levels for both receivers to the 60-ft source at 256 Hz is

consistent with the surface-image interference problem dis-

cussed under Test Case 1.

I
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4.4.2 Test Cases 4DI and 4D2 - Broad Ridge, 4000- and
.(12000-ft Receivers

64, 128 and 256 Hz Comparisons (Figures 4-43
through 4-48). This case begins with shallower water (16000

ft) than Case 44 thus restricting the aperture of deep cycling

paths. The effect at the 1000-ft source is negligible,
however, for the 60-ft source the model consistently under-

estimates the level at all frequencies. The discrepancy
I results from the discretization of the modes in terms of

axis angle. The critical rays at the axis (which happens

I to correspond to the 4000-ft receiver) are:

S(1) 1239 - reaches 60'

(2) 12?94 - reaches surface

I (3; 1L579 - reaches bottom

(4) 12?54 - reaches 12000-ft receiver

The modes considered correspond to integral values

of this axis angle. Hence the 120 mode only influences 60

ft through its diffraction Mield. The 130 mode, since it

grazes the surface at 1.2 degrees, xperiences strong destruc-

tive surface image interference at all frequencies (16.6 dB

3 at 64 Hz. 2.6 dR at 128 Hz. and 3.4 dB at 256 Hz). This

loss is applied implicitly to the entire aperture from 12

to 13 degrees (including all RR modes in this aperture which

reach 60 ft). Only the 14- and 15-eagree modes remain with

ary appreciable energy. Fzr the 12000-ft receiver the first

mode considered is the 13°-mode so none of the diffraction
field fron the 12'-mode is included (hpnce the larger dis-

3 I crepancy than for the 4000-ft reneiver).

I 4-54
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m If the ray (12?39) corresponding to the mode grazing

60-ft had been traced and the energy in the aperture from 12

to 13 degrees assigned to it (as opposed to the 130 mode which

was virtually eliminated by surface-image interference), the

loss for the 4000-ft receiver at 100 miles associated with

this mode alone would be 104, 102, and 101 dB at 64, 128, and

256 Hz, respectively. This level when added to the contribu-

tion from other modes (represented essentially by the model

prediction) would yield the PE levels to within 1 dB.

The mode-stripping effect of the ridge magnifies

the double-channel problems (already discussed), especially

for the shallow receiver and the 1000-ft source, between 800

and 1000 miles. The residual discrepancy for the deep sources

to this receiver between 1200 and 1300 miles has not been

definitively resolved. The level is consistent with leakage

from one mode with an upper turning point near 1400 ft. The

model clearly underestimates the leakage field. The problem

may again be related to mode discretization since the second

double-channel profile begins (in the model) at 700 miles

when the ridge is still at a depth of 8000 ft. The axial

ray grazing the bottom is 7 ?9 3 , hence all the energy from

7 to 7?93 will be erroneously stripped by the bottom. Since

this aperture corresponds to the highest-angle (and hence

shallowest) surviving modes, the level at 1300 miles would

be much higher if the aperture had been included. While the

discrepancy here is large, it occurs at a sufficiently high

loss that it is not considered a significant model limitation.

Because the ridge effectively blocks all energy to

the deep receiver, the only discrepancies in Case 4D2 are

4-55

I'



I

associated with the first profile as already discussed. The

trace of a level in the PE results fir 64 Hz and the deep

sources must correspond to normal modes in the original profile

which reach 12000 ft only with their diffraction fields (a

case not treated by the model). Again the limitation appears

to be insignificant.

i
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4.5 TEST CASE 5

The profiles in this environment evolve from cold

northern water to a deep surface duct, to a Bermuda-like

environment, to a double channel and finally to a very warm

profile (see bottom of Figure 4-49). The only new profile

in this case is the second, containing a 900-ft deep surface

duct. In the continuous evolution for PE (from 100 to 400
nn) the profile develops an increasingly deep axis with anI " increasingly thick over-lying duct. When the duct reaches

its full depth of 900 ft it is capable of supporting one

trapped mode at 64 Hz, and proportionately more at the higher

frequencies. This is effectively a double channel in which

the model might be expected to have some difficulty.

4.5.1 Test Cases 5A1 and 5A2 - Flat Bottom, 500- and 2000-1: ft Receivers

.64, 128 and 256 Hz Comparisons (Figures 4-49 through

S4-54). Aside from the double'channel problems encountered
for the deep source at 1000 nm, for the 500-ft receiver some

small discrepancies are apparent for the shallow sources in

the surface duct. The duct appears to be ihielding these

sources from the receiver between 100 and 300 miles, decreasing

the intensity in the duct while increasing it at the deep
source when compared with the model (which includes no such
shielding).

I For the deep (2000-ft) receiver the Affect appears

to be reversed at the higher frequencies. An analysis of the

I. PE output shows strong trapping by the developing duct between

150 and 600 miles. The apparent lack of such trapping rela-

tive to-the shallow receiver suggests that the excitation of

I
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these ducted modes is dependent on the evolution of the pro-
file (and hence it is not adiabatic). In fact, the shallow-

angle energy from the deep receiver is still fairly collimated

as the duct develops and is effectively trapped as it reaches

the surface near 150 nm. This effect is more dramatic in the

* following test case.

4.5.2 Test Cases 5C1 and 5C2 - Gradual Downslope, 500-
and 2000-ft Receivers

64, 128 and 256 Hz Comparisons (Figures 4-55 through

4-60). By starting with a shallow bottom many of the high-

angle modes are eliminated immediately. As the second profile

evolves energy from the 500-ft receiver at 64 Hz (Figure 4-55)

appears to be strongly shielded, first to the shallow sources

but eventually for the deeper sou±ice as well. The high loss

from 400 to 700 miles indicates no trapping by the duct at

64 Hz.

I At 128 Hz (Figure 4-56) larger residual levels are

shown for both shallow sources, however, at 256 Hz (Figure

I 4 4-57) there is less trapping. For the deeper receiver (Figures

4-58 through 4-60) much stronger trapping is seen at both

128 and 256 Hz.

The third profile encountered has a small sub-surface
duct between 400 and 900 ft. The increase in level for the

1000-ft source at 128 Hz indicates a favorable duct to trap

this frequency while leaking some energy to 1000 ft,

I4
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Finally, the recovery in level at 300 and 1000 ft
as the axis rises is modeled fairly well. Shielding of these

sources by the sub-surface maximum of the double channel profile

(1000 to 1250 nm) accounts for the discrepancies in this region.

II
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4.6 SUMMARY OF IDENTIFIED MODEL DEFICIENCIES

I As a result of these comparisons, a number of model

deficiencies (recognized in the basic design) have been iden-

tified and quantitatively evaluated. Remedies for each of

them represent major modifications to the model. Most could

be remedied within the model's conceptual framework (i.e.,

assumed adiabatic invariance). A few suggest real conceptual

3 limitations. The following subsections discuss the specific

deficiencies encountered. The final subsection translates

these limitations into specific environments/geometries where

problems might be encountered. The presence of a low-loss

bottom (rather than the high-loss bottom assumed in these

comparisons) would nearly always act to reduce the magnitude

of the differences.

4.6.1 Angular Discretization

Because a small number of discrete modes are used,

and each is assigned all of the energy in the angular band

shallower than it, certain discrepancies are possible when

there are only a few propagating modes. Especially notice-

able is the effect to a shallow source when a 10 aperture of

RR energy is assigned to an RSR mode which experiences strong

Sdestructive surface-image interference. When a mode is just

barely stripped by the bottom all of the energy in its band

3 (at shallower angles) is considered lost. If these angles

dominate the field (usually through diffraction leakage) at

3 some greater range, large errors are possible.

I
I
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I In general, the discretization problem could be

most severe when there are a few propagating modes. The.

worst environments will be those with marginal depth excess

for the receiver and little or none for the source. Because

there are only a few modes possible, the error will occur

for relatively high values of transmission losc (typically

greater than 100 dB).

4.6.2 Receiver Coupling to Diffraction FYelds of Modes

While the present treatment considers source

I coupling to modes through their diffraction fields, modes
can only be excited by the receiver if it is contained
between their turning points. In a true normal-mode repre-

sentation for the field, the receiver couples to modes

through diffraction fields just as the source does. This

is rarely a problem. However, if.all paths reaching the
receiver become bottom limited over a high-loss bottom

the total loss may become so high that such diffraction-

coupled modes would dominate. Since these fields are

generally quite weak the problem will be most noticeable

when the propagation loss is already quite large.

4.6.3 Coherent Effects at the Receiver

All up- and down-going paths (or modes) are summed

incoherently (i.e. random phase) at the receiver. This may

cause discrepanci:3s (typically up to 3 dB) when the field

is dominated by a narrow band of paths which have a small

phase difference at the receiver. In range-independent

environments where the source and receiver are at the same

depth (i.e. a "cusped-caustic" geometry in ray terms) the

dominant paths tend to be in phase at the receiver and the

level will be underestimated by 3 dB.

4
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For shallow receivers, surface-image interference

effects may be quite noticeable. Also for deep receivers

when only a few RSR modes are present the spread in phase

differences across the aperture may be small enough to

cause a net constructive or destructive interference.

This requires a very small angular aperture, usually assoc-

iated with marginal depth excess for the propogating modes

at some range of interest, coupled with a receiver well

Saway from the sound-channel axis.

4.6.4 Extended Surface-Image Interference at the Source

The present treatment of surface-image inter-

' ference for the source extends for each mode to the second

rms phase point in depth. In cases where a narrow band

of high-angle modes dominates the field, the phase differ-

ences across the band at the source depth may be sufficiently

small to cause a net difference from incoherent summation.

A similar discrepancy might occur at sufficiently

low frequencies and great depths that the straight-path

approximation for the phase difference in depth breaks down.

This problem would be more acute if the phased sum were

extended deeper. Also such an extension would require

consideration of the finite band of angles contributing

to the mode rather than the interference properties of the

single mode angle.

4.6.5 Surface-Image Interference on Refracted Modes

The present treatment extends the diffraction field
to the image depth of the source and then subtracts it from

the field at the actual source depth. This is equivalent

I •4-86
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to assuming a constant gradient to the image depth and a

precisely out of phase field. Even if the gradient were

constant to the surface, the diffracted field to the image

depth (replacing the surface by a mirrored environment)

would be higher since the gradient would effectively decrease

above the surface. More significantly, inspection of PE

contours in near-surface RR shadow zones suggests that the

phase difference is depth dependent and equals w only at

I the surface.

This limitation might be most noticeable in bottom-
.limited geometries where the only energy to a shallow source

* Iis via diffraction fields.

4.6.6 Improved Diffraction Fields

As mentioned above, the diffraction field of a
mode is determined solely by the gradient at the mode
turning point. If the gradient increases in the shadow
zone the field will be weaker, and if it decreases the field

will be stronger. No attempt is made to compute an average
effective gradient to the source depth. Hence if the pro-
file is modeled with a few segments and strong gradient

discontinuities, the diffraction field might appear to

change discontinuously for a small change in the mode
turning point depth (due to a very small change in the pro-
file, for example).

This problem will also be most noticeable in

environments where the source couples only to diffraction

fields.

4
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4.6.7 Double-Channel Environments

m This may be the most severe basic limitation of

the model. Its present treatment of double (or multiple)

channels including surface ducts is to define the outer-

most extremes of a mode in terms of its phase velocity,

and treat the mode as propagating between these turning

points. No exclusive propagation in one of the channels

is permitted. Hence if the lower channel becomes bottom

limited no ducting over the bottom in the upper channel

is possible -- the mode is bottom reflected.

Also no shielding of a source from modal energy

by a subsurface maximum is permitted. The eigenfunctions

are limited to their caustic values through such interior

shadow zones (rather than decaying and then recovering).

A proper treatment of this problem is most diffi-

cult, even when adiabatic invariance holds (cf. Smith (1974)

m for a ray treatment with no diffraction considerations).

When a double channel develops from a single channel the

adiabatic assumption may be limiting as well. This problem

can be most severe in areas where the lower channel is

bottom limited, however it can also lead to -%, 3 dB errors

when there is a large depth excess.

4.6.8 Asynchronous Changes in Bathymetry and Water Mass

Tho discretized treatment in range of the sound-

speed profile can lead to substantial errors when the

bathymetry changes substantially Just before the water mass

does. For example, a profile*s rising critical depth is

modeled discontinuously at the water-mass boundary. If
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the rise had been accompanied by shoaling bathymetry (which

was always deeper than the critical depth) the net actual

effect might be small. If the water-mass boundary were

not encountered until after the first region became bottom-

limited the effect could be modeled as unrealistically

large.

This effect will be most noticeable where signif-

icant changes in both bathymetry and water mass occur in

the same area, but either the water mass change. is under-

resolved in space, or the change is in fact gradual. An

example might be the rising sound-channel in the North

Pacific near the Mendocino Fracture Zone. Clearly, one

solution is better water-mass resolution, at least in areas

where bathymetry might be critical.

4,6.9 Transmission-Loss Smoothing

The transmission-loss smoother has been designed

to ease transition regions and does so by attempting to

identify the source of large, abrupt changes in loss. If

a cnange in bathymetry (which happens to be concurrent with

a minor change in water mass) is the source, the water

mass will be incorrectly identified and the change will be

smoothed over too wide a region. Gradual smoothers opira-

ting on the individual modes (and their coupling) are feasible

but by no means trivial. The problem is not generally severe

since the effect is limited in range to no more than ± 150

* miles.

I
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4.6.10 Summary of Likely Problem Areas

I Nearly all the deficiencies are most likely to

become significant in large areas which are bottom limited

(with a high-loss bottom) for one or more sources. When

this environment includes a double channel or deep surface

duct the problem may be acute. Without double channels,

low frequencies may be most severely affected. With double

m channels the errors may be largest at high frequencies.

Significant, nearly coincidental changes in water mass and

bathymetry may cause additional problems.

4
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1 4.7 STATISTICAL RESULTS

While the comparisons of the previous section are

most helpful in identifying model weaknesses and limitations,

they do not directly address the question of model accuracy.

Assuming the definition of model error developed earlier,

I 
'MOD = TLPE - TLMOD

I the question concerns the properties of c MOD. In the following

two subsections the distributional and statistical properties

Iof eMOD are respectively established.

4.7.1 Distribution Functions for Model Error

3 The model error for any one of the 180 cases shown

in Section 4.5 can be estimated by 'inspection of the compari-

son plots. The purpose of this section is to summarize the

distribution of the differences across all cases as a function

of three parameters: source depth, frequency, and Figure-of-

Merit (FOM) range. For example: The distribution of £MOD

for all values of PE-predicted transmission loss (FOM)

between 90 and 100 dB for 64 Hz and 60-ft source depth.

The specific distribution functions developed

correspond to each source-depth/frequency combination for

3 four FOM ranges: 90-100 dB, 100-110 dB, 90-110 dB and all

values. In addition, for these FOM ranges summaries for

each source depth and all frequencies, and each frequency

and all source depths are developed. Finally for these
FOH ranges as well as FOU's less than 90 dB and FOU's greater

than 110 dB the distributions across all source depths ard

frequencies are presented. The extreme low and high FOM

1 4-91
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I ranges represent only 10% and 2% of the data and a further

breakdown for specific source depths and frequencies would
contain insufficient data to be meaningful.

The 16 distribution functions (3 source depths x

3 frequencies, plus 6 summaries (for each source depth and
frequency), plus overall summary) are displayed on one

figure for each of the four FOM ranges. They have been
discretized in 2 dB bins and represent the fraction of

i points in each bin for the case being displayed. The number

of samples (N) is also indicated. Each case is discussed

below with all figures consolidated Rt the end of this sub-

section. The statistical properties of the distributions are

summarized in Section 4.7.2.

3 90-110 dB FOM Range (Figure 4-61)

The rows of distribution functions in each figure
correspInd to indicated source depths (60, 300, 1000 ft and

all depths) and the columns correspond to indicated fre-

quencies (64, 128, 256 Hz, and all frequencies). In this

FOM range there is a slight tendency for the model to over-
estimate the loss (negative eMOD The tendency is most

pronounced for 256 Hz at 60 ft and 128 Hz at 300 ft. In

these cases the sources a-e a sufficient number of wave-

lengths below the surface to usually be treated incoherently,

whereas they are close enough to the surface for the proper

coherent summation to result in a mean net effect.

These low FOM values may also correspond to strong

focal regions (e.g., cusped caustic geometries) where coherent
effects at the receiver (which are currently omitted) tend

to be constructive, decreasing the loss by as much as 3 dB.

I
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This may account for the negative bias even for the 1000-ft

source.

100-110 dB FOM Range (Figure 4-62)

In this case the only persistent, significant bias

is at 300 ft where again extended surface-image interference

is the likely source. The distributions tend to be somewhat

tighter, especially at 1000 ft for the higher frequencies.

90-110 dB FOM Range (Figure 4-63)

A slight bias persists, however the differences

between the two subintervals (90-100, 100-110) appear to be

somewhat cancelling, leading to tighter summary distributions.

I All FOM's (Figure 4-64).

The addition of the low and high FOM points (-12%

of the total) has little impact on the previous distribution

functions. The bias of these ensemble distributions is

concentrated near 300 ft for all frequencies and deeper for

*- 64 Hz.

Each FOM Range - All Sources and Frequencies
(Fi& re4-65

The top four histograms in this figure correspond

to the four FOM ranges indicated. Only the low- and high-FOM

curves have not been shown in any of the previous figures.

While the high FOM area is likely to lead to the largest

errors, it corresponds to a small sample of points and con-

tains no bottom-bounce paths (which, Given the proper input

reflectivity, should lead to smaller errors).
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4.7.2 Statistics" of Model Error

I For each of the summary distributions across fre-

quency, source depth, or both (i.e., for each marginal histo-

gram in Figures 4-61 through 4-64 and for all histograms

in Figure 4-65) the following statistics have been computed:I
S- the estimated mean model error (= T pE -

TLMOD)

N - the number of samples for this case

P - the fraction of samples with absolute1 errors of less than 1 dB

P 3 - the fraction of samples with absolute
errors less than 3 dB

a 1 - the standard deviation of a normal distri-
bution of zero mean containing the frac-
tion P in ±1 dB.

a3 - the equivalent standard deviation corre-
sponding to P3 in ±3 dB.

Note that the a's defined above are not true estimates of a
for the distribution unless the mean is zero (i.e., strictly,
a should correspond to the fraction in -±1 dB). Since all

the mean errors are less than 1 dB this approximation is
reasonable.

* By introducing the two a's a rough check on the

Snorma~lity of the distribution function may be made.. If at

and a3 are equal, the distribution function is approximately

normal for errors between 13 dB (with a corresponding

likelihood. P3 , that the error is less than 3 dB). If

(as is more typically the case in these data) a3 > a1, then

the distribution function is tighter than a normal distribu-3 -tion. Alternatively, an estimated standard deviation

1 i4-99



made on a pointwise basis using all points in ±3 dB (assuming

1 =0) would be between o 1 and a 3 , when a 1 < a3.

Table 4-1 summarizes these statistics for the

various FOM ranges, source depths, and frequencies, as

3 indicated. In nearly all cases a slight (<1 dB) negative

bias of the mean (model predicting too much loss) is found.

It is largest for the low FOM's but tends to persist at

300 ft for all FOM's.

In all but the extreme low and high FOM cases a

very consistent 40 to 50% of the points have errors of less

3 than 1 dB and 85 to 92% have errors of less than 3 dB. In

terms of comparable normal distributions, the central 50%

of the points yield estimated standard deviations of 1.5 to

1.9 dB. The distributions are all .slightly tighter than

normal with standard deviations less than 2.1 dB over 90%

of the points. Even for the extreme high FOM case the

standard deviation is on the order of 2.5 dB.

4
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Table 4-1

SUMMARY STATISTICS FOR COMPARISONS WITH PE
(See Text for Definition of Terms)I

I Fractions Standard Deviations

FOM Range zs or f N ji(dB) P1  P3  al(dB) a 3 (dB)

<90 dB All 641 -0.6 .74 .90 .9 1.8

90-100 dB 60 ft 360 -0.2 .41 .86 1.8 2.0I300 ft 526 -0.8 .43 .85 1.7 2.1
1000 ft 700 -0.6 .50 .92 1.5 1.7

64 Hz 634 -0.7 .45 .90 1.7 1.8
128 Hz 601 -0.4 .49 .88 1.5 1.9
256 Hz 351 -0.7 .40 .86 1.9 2.0
All 1586 -0.6 .46 .89 1.6 1.9

I 100-110 dB 60 ft 796 -0.3 .42 .88 1.8 1.9
300 ft 944 -0.7 .45 .87 1.7 2.0

1000 ft 1076 0.1 .48 .87 1.5 2.0
64 Hz 939 -0.2 .41 .87 1.8 2.0

128 Hz 1060 -0.4 .49 .87 1.5 2.0
256 Hz 817 -0.3 .47 .89 1.6 1.9
All 2816 -0.3 .45 .87 1.7 2.0

90-110 dB 60 ft 1156 -0.3 .42 .88 1.8 2.0
300 ft 1470 -0.7 .45 .87 1.7 2.0

1000 ft 1776 -0.1 .49 .90 1.5 1.8
64 Hz 1573 -0.4 .43 .88 1.7 1.9

128 Hz 1661 -0.4 .48 .87 1.5 2.0
256 Hz 1168 -0.4 .46 .88 1.7 1.9mAll 4402 -.5 .45 .87 1. 7 2.0

>110 dB All 1327 0.1 .37 .77 2.1 2.5

60 ft 1837 0.0 .47 .88 1.6 1.9
All 300 ft 2160 -0.7 .46 .86 1.6 2.0

1000 ft 2373 -0.1 .48 .86 1,5 2.0
64 Hz 2100 -0.3 .44 .85 1.7 2.1

128 Hz 2208 -0.4 .50 .86 1.5 2.0
256 Hz 2062 -0.1 .46 .87 1.6 2.0

All 6370 -0.4 .46 .86 1.6 2.0

I
m 4-101

I.



4.8 SUMMARY OF MODEL EVALUATION

Extensive comparisons of model output with PE

predictions for identical environments have been made.. The
model's ability to predict range-smoothed propagation loss

for water-borne paths in a variety of environments has been

the principal objective of these comparisons. Subsequent3 comparisons for bottom-interacting paths will be made. Such

paths typically are less difficult to model since they

rarely experience complex channeling and focusing effects,

and model errors given the proper reflectivity are expected

to be small. The principal difficulty for bottom-interacting

paths will be the definition of appropriate reflection losses

for the bottom.

The 180 separate comparisons with PE have been

examined to identify likely sources of model error. At
present all significant discrepancies appear to be traceable

to recognized model limitations. Few of these limitations

appear to be fundamental, however their remedy is not

trivial. None of them is serious enough to warrant delaying

release of the model.

I Statistical comparisons have been made in an attempt

to quantify the expected model accuracy. The model appears

to have a slight bias (less than 1 dB) towards higher loss

for reasons which have been identified. Model errors will

be less than 1 dB 50% of the time and less than 3 dB 90% of

the time. The error appears to have a distribution slightly

more central than a normal distribution and its standard

deviation is between 1.5 and 2.0 dB.
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Because PE was used as the standard for compari-

son, "model error" here is with respect to PE. PE model

errors with considerably less range-smoothing appear to have

zero mean and a standard deviation of 1 dB (or less). Since

the discrepencies have been traced to recognized model

deficiencies, the above estimates are felt to represent

actual errors and not be biased by PE errors.I.__ _ _ _ _ _

4.8.1 Computer Running Times

In order for ASEPS to be a viable Fleet Support

Product stringent requirements were placed on the running

time of the propagation-loss model. The requirement was

to be able to compute propagation loss from a receiver to

three source depths at three frequencies to a range of

1000 nm in 1 CPU second on a CDC 6400. In the above

test cases "speeds" were between 1000 and 2000 nm per CPU

second with an average of 1500 nm per second.

Testing at FNWC has shown comparable speeds. A

significant contributor to program speed has been the ability

to use stored information from previously processed tracks.

In comparison with the old FACT-extended version (FACT plus

A+BLogR) the new model takes approximately twice the running

time. This is a remarkable result considering the contrasting

levels of sophistication in the two models. (The old FACT-

extended model computed changes tc B strictly from depth-

3 excess considerations.)

Considering the level of agreement obtained between

ASTRAL and PE, comparisons of these running times are also

interesting. The entire set of test cases required 20

I. seconds of CDC 6400 CPU time for ASTRAL and 14000 seconds

3. 4-103
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(4 hours) of TI-ASC CPU time for the PE runs. On a CDC
6400 the PE runs would have consumed more than 2 million
CPU seconds (1 month). In terms of actual costs, the ASTRAL
runs cost approximately $3.20, the PE (TI-ASC) runs cost
approximately $3000, and the PE runs on the CDC 6400 would

have cost approximately $300,000.

I
*i

I
I

I
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I
I
I
I
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